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I.         Members of the team 
This Global Food Security-support Analysis Data 30-m (GFSAD30) Cropland Extent Product of Africa 

(GFSAD30AFCE) was produced by the following team members. Their specific role is mentioned. 

 

Dr. Jun Xiong, Research Scientist, Bay Area Environmental Research Institute (BAERI) at the United States 

Geological Survey (USGS), led the GFSAD30AFCE product generation effort. Dr. Xiong was instrumental in 

the design, coding, computing, analyzing, and synthesis of the Sentinel-2 and Landsat-8 derived nominal 30-m 

GFSAD30AFCE cropland product of the African continent for the nominal year 2015. He was also instrumental 

in writing the manuscripts, ATBD, and user documentation. 

 

Dr. Prasad S. Thenkabail, Research Geographer, United States Geological Survey, is the Principal Investigator 

(PI) of the GFSAD30 project. Dr. Thenkabail was instrumental in developing the conceptual framework of the 

GFSAD30 project and the GFSAD30AFCE product. He made significant contribution in writing the manuscripts, 

ATBD, user documentation, and providing scientific guidance on the GFSAD30 project. 

 

Dr. James C. Tilton, Computer Engineer with the Computational and Information Sciences and Technology 

Office (CISTO) of the Science and Exploration Directorate at the NASA Goddard Space Flight Center, developed 

the recursive hierarchical segmentation (RHSeg) algorithm. He also helped Dr. Xiong implement RHSeg at  

NASA’s supercomputer facility. 

 

Dr. Murali Krishna Gumma, Senior Scientist at the International Crops Research Institute for the Semi-Arid 

Tropics (ICRISAT), helped collect reference data critical for training the machine learning algorithms. 

 

Dr. Pardhasaradhi Teluguntla, Research Scientist, Bay Area Environmental Research Institute (BAERI) at the 

United States Geological Survey (USGS), provided input and insights on cropland extent product generation for 

the African continent. 

 

Dr. Russell G. Congalton, Professor of Remote Sensing and GIS at the University of New Hampshire, led the 

independent accuracy assessment of the entire GFSAD30 project including GFSAD30AFCE. 

 

Mr. Justin Poehnelt, Computer Scientist with the United States Geological Survey , contributed to the  initial 

conceptualization and development of the croplands.org website. 

 

Ms. Kamini Yadav, PhD student at the University of New Hampshire, made major contributions to the inde-

pendent accuracy assessment directed by Prof. Russell G. Congalton. 

 

Mr. Richard Massey, PhD student at the Northern Arizona University, shared his expertise in cloud computing 

and in RHSeg algorithm’s implementation on supercomputers. 

 

II.         Historical Context and Background Information 
Monitoring global croplands is imperative for ensuring sustainable water and food security to the people of the 

world in the twenty-first century. However, the currently available cropland products suffer from major limita-

tions such as: (1) the absence of precise spatial locations of the cropped areas; (2) coarse resolution of map prod-

ucts with significant uncertainties in areas, locations, and detail; (3) uncertainties in differentiating irrigated areas 

from rainfed areas; (4) absence of crop type information and cropping intensities; and/or (5) the absence of a 

dedicated Internet data portal for the dissemination of cropland products. Therefore, the Global Food Security-

support Analysis Data (GFSAD) project aimed to address these limitations by producing cropland maps at 30m 

resolution covering the globe, referred to as Global Food Security Support-Analysis Data @ 30-m (GFSAD30) 

https://plus.google.com/117927604440673369842
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products. This Algorithm Theoretical Basis Document (ATBD) provides a basis upon which the GFSAD30 

cropland extent product was developed for the continent of Africa (GFSAD30AFCE, Table 1).  

 

Table 1. Basic information of the Global food security support-analysis data @ 30-m cropland extent product for 

the African continent (GFSAD30AFCE

 

Product Name Short Name Spatial Resolution Temporal Resolution 

GFSAD 30-m Cropland 

Extent Product of Africa 
GFSAD30AFCE 30-m nominal 2015 

 

 

   III.         Rationale for Development of the Algorithms 
Mapping the precise location of croplands enables the extent and area of agricultural lands to be more effectively 

captured, which is of great importance for managing food production systems and to study their inter-relationships 

with water, geo-political, socio-economic, health, environmental, and ecological issues (Thenkabail et al., 2010). 

Furthermore, accurate development of all higher-level cropland products such as crop watering method (irrigated 

or rainfed), cropping intensities (e.g., single, double, or continuous cropping), crop type mapping, cropland fal-

low, as well as assessment of cropland productivity (i.e., productivity per unit of land), and crop water productiv-

ity (i.e., productivity per unit of water) are all highly dependent on availability of precise and accurate cropland 

extent maps. Uncertainties associated with cropland extent data affects the quality of all higher-level cropland 

products reliant on an accurate base map. However, precise and accurate cropland extent data are currently non-

existent at the continental scale at a high spatial resolution (30-m or better). This lack of crop extent data is 

particularly true for complex, small-holder dominant agricultural systems of Africa. By mapping croplands at a 

high-resolution at the continental scale, the GFSAD30 project has resolved many of the shortcomings and uncer-

tainties of other cropland mapping efforts. 

 

The two most common methods for land-cover mapping over large areas using remote-sensing images are manual 

classification based on visual interpretation and digital per-pixel classification. The former approach delivers 

products of high quality, such as the European CORINE Land Cover maps (Büttner, 2014). Although the human 

capacity for interpreting images is remarkable, visual interpretation is subjective (Lillesand et al., 2014), time-

consuming, and expensive. Digital per-pixel classification has been applied for land-cover mapping since the 

advent of remote sensing and is still widely used in operational programs, such as the 2005 North American Land 

Cover Database at 250-m spatial resolution (Latifovic, 2010). Pixel-based classifications such as maximum like-

lihood classifier (MLC), neural network classification (NN), decision trees, Random Forests (RF),and Support 

Vector Machines are powerful, and fast classifiers that help differentiate distinct patterns of landscape.  

Both supervised and unsupervised classification approaches are adopted in pixel-based classifiers. However, per-

pixel classification includes several limitations. For example, the pixel’s square shape is arbitrary in relation to 

patchy or continuous land features of interest, and there is significant spectral contamination among neighboring 

pixels. As a result, per-pixel classification often leads to noisy classification outputs – the well-known “salt-and-

pepper” effect. There are other limitations of pixel-based: 1. they fail to fully capture the spatial information of 

high resolution imagery such as from Landsat 30-m imagery, and 2. they often, classify the same field (e.g., a 

corn field) into different classes as a result of within field variability. This may often result in a field with a single 

crop (e.g., corn) classified as different crops.  

 

For the creation of the GFSAD30AFCE data product, we used two supervised pixel-based classifiers (Pelletier et 

al., 2016, Tian et al., 2016, Shi and Yang, 2015, Huang et al., 2010): 1. Random Forests (RF’s), and 2. Support 

Vector Machines (SVM’s). Both of these have been widely used in agricultural cropland studies over the years 
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(Myint et al., 2011) and are considered powerful and ideal machine learning algorithms (Tian et al., 2016, Shi 

and Yang, 2015, Huang et al., 2010). A description of how to classify cropland extent of the African continent is 

provided in section 2.3 and its sub-sections. 

 

In contrast, object-based classification involves identification of image objects, or segments, that are spatially 

contiguous pixels of similar texture, color, and tone (Congalton and Green, 2009). Whereas within field variability 

will be lost in object-based classification, the objects maintain the integrity of the farm field boundaries by group-

ing contiguous pixels, and overcoming the “salt-and-pepper” noise inherent in pixel-based classifications. We 

used recursive hierarchical segmentation (RHSeg) developed by Tilton et al., (2014, 2012) in this study. Section 

2.3 and its sub-sections describe object-based RHSeg in detail. To take full advantage of these two approaches, 

the integration of pixel-based and the object-based analysis for large-area land cover mapping has been explored 

by several studies (Costa et al., 2014; Dingle Robertson and King, 2011; Malinverni et al., 2011; Myint et al., 

2011) for limited study area regions.  How these experimental methods perform in large areas is less well studied. 

Chen et al. (2015) presents an operational pixel-object-knowledge-based classification approach for producing 

30-m Global Land Cover product (GlobeLand30). Even though GlobeLand30 was not designed to focus on 

cropland areas, it can readily be observed that there is high spectral heterogeneity within each land cover class 

and significant spectral confusion among different classes such as shrub and grass. In such cases, object-based 

segmentation has the potential to significantly improve the pixel-based classification results. As a result, we 

adopted two- pixel based supervised classifiers (RF and SVM) along with one object-oriented classifier (RHSEG) 

in producing GFSAD30AFCE. This fusion of methods would provide precise agriculture field boundaries under 

30-m resolution (see overview of the methodology in Figure 1). 

 

IV.         Algorithm Description 
An overview of the algorithm description provided in Figure 1. The methodology used in this project (Figure 1) 

is briefly described in this paragraph to provide an overview and presented in detail in subsequent sections of this 

ATBD document. The process (Figure 1) involved combining Sentinel-2 and Landsat-8 data along with SRTM 

30-m data (see Table 2 below). The process included several well-designed steps (Figure 1). First, the data was 

pre-processed by cloud mask and gap-filling on Google Earth Engine (GEE). Second, seasonal moasics were 

created for two seasons in the areas where the majority of African crops are grown: Season 1 (January-June) and 

Season 2: July-December. Such a seasonal mosaic aided in achieving cloud free clear images of the continent. 

Each seasonal mosaic contained 11 bands as listed in Figure 1.  Third, reference data were generated throughout 

Africa to train the RF and SVM algorithms. There are total of 8351 reference samples for this purpose. RHSeg 

was the applied by dividing Africa into a total of 1919 1 degree by 1 degree blocks (to aid in faster processing). 

Fourth, the results of the pixel-based RF and SVM algorithms were merged with the object-based RHSeg results 

to obtain the composite cropland extent product for Africa. Fifth, the composite cropland product of Africa was 

evaluated for accuracy using 1440 test samples. The process was iterated until adequate accuracies were attained. 

In this process the validation data was only available to the accuracy assessment team and was hidden from the 

production team. Finally, the GFSAD30AFCE product was made available on croplands.org as well as through 

LP DAAC via the LP DAAC Data Pool and NASA's Earthdata Search. 

https://lpdaac.usgs.gov/data_access/data_pool
https://search.earthdata.nasa.gov/
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Figure 1. Flowchart of mapping methods for Sentinel-2 and Landsat-8 derived cropland Extent Product of Africa 

for the nominal year 2015. 

 

a.     Input data 

 

i.  Region Definition 
Put a description of how Africa was defined – give a citation to the source from which the vector boundary was 

obtained. The study was conducted for the African continent that consists of 55 Countries (see Table 3, Figure 

2, and Figure 7) that are recognized by African Union and\or United Nations. The country boundaries were de-

termined by the Global Administrative Unit layers (GAUL) of United Nations (http://www.fao.org/geonet-

work/srv/en/metadata.show?id=12691&currTab=simple). 

 

ii. Reference Samples 
Reference data are required for both training and testing the machine learning algorithms (see section 2.3) as well 

as for validating the final products. Over 120,000 reference samples, spread across the world, were collected for 

this project and can be found at the following web site: https://croplands.org/app/data/search . Of these, there 

were over 9000 samples for Africa. 

 

Reference training/testing data were obtained in the four ways. First, we gathered random samples by interpreting 

sub-meter to 5-meter very high spatial resolution imagery (VHRI) throughout Africa available to us from the 

National Geospatial Agency (NGA). There were a total 9,791 samples from VHRI spread across Africa. Second, 

reference samples were collected through several field campaigns by the project team from 2014-2015. These 

total 8,351 sample units (Figure 1) that capture crop properties including cropland location, irrigated versus rain-

fed, crop intensity (e.g., single, double, continuous), and crop types. Third, some other global/region projects 

(Tateishi et al., 2014; Zhao et al., 2014) shared their valuable reference datasets. To incorporate these reference 

http://www.fao.org/geonetwork/srv/en/metadata.show?id=12691&currTab=simple
http://www.fao.org/geonetwork/srv/en/metadata.show?id=12691&currTab=simple
https://croplands.org/app/data/search
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data in our project, we converted their labeling system (“cross-walked”) to be consistent with the labeling scheme 

of our project (Teluguntla, 2015). There were 651 samples spread across Africa from these sources. Fourth, ref-

erence samples were selected from a series of published literature sources for selected areas of Africa based on 

detailed studies using VHRI or high-resolution imagery such as Landsat (Haack et al., 2014; Kidane et al., 2012; 

Rembold et al., 2000; Shalaby and Tateishi, 2007; Were et al., 2013; Zucca et al., 2015). These studies provided 

an additional 500 samples that were uploaded to our reference database in globalcroplands.org. 

 

iii.  Satellite Imagery: Sentinel-2 and Landsat-8 
In order to incorporate crop dynamics across the entire continent, Africa was divided (Figures 2 and 3) based on 

expert knowledge and literature review of the cropland calendar and precipitation patterns throughout the conti-

nent’s agricultural systems (Hentze et al., 2016; Kidane et al., 2012; Kruger, 2006; Lambert et al., 2016; Motha 

et al., 1980; Waldner et al., 2016). Sentinel-2 five band multispectral imagery (MSI) 10-m and 20-m data (Drusch 

et al., 2012) was selected as the primary data source for the two main growing seasons (March – June; July - 

October) of Africa using data for the 2015-2016 growing seasons. Over 36,000 Sentinel-2 images were available 

for the African continent for this period and the cloud-free images were mosaicked using the median-value in the 

current growing season to ensure near-complete coverage. Even though Sentinel-2 results provided good coverage 

for Africa, some data gaps remained because of cloud and other data issues (Hollstein et al., 2016). Landsat-8 

multispectral images at the resolution of 30 meters (Irons et al., 2012; Roy et al., 2014) were used as supplemen-

tary data for these data gaps, aiming to provide seamless 30-meter data for the two seasons for the entire study 

area. Data gaps were filled using a median data smoothing algorithm where missing data during a date was filled 

using data from previous and following dates of the imagery (Wang et al., 2017). Eventually, nominal 30-m 

imagery was generated for the entire study area (African continent). 

The direct gap-filling of Sentinel-2 data with Landsat-8 data poses some technical challenges. The platform and 

sensor combinations differ in their orbital, spatial, and spectral configuration. As a consequence, measured phys-

ical values and radiometric attributes of the imagery were affected. For example, a root-mean-square error 

(RMSE) greater than 8% in the red band was found when comparing MSI and Landsat-7 simulated data, due to 

the discrepancies in the relative spectral response functions (RSRF) (D’Odorico et al., 2013). Werff and van der 

Meer  (2016) compared Sentinel-2A MSI and Landsat 8 OLI Data, finding the correlation of their top-of-atmos-

phere (TOA) reflectance products was higher than their bottom-of-atmosphere (BOA) reflectance products. In 

addition, the combined use of the multi-temporal images requires an accurate geometric registration, i.e. pixel-

to-pixel correspondence for terrain-corrected products. Both systems are designed to register Level 1 products to 

a reference image framework. However, the Landsat-8 framework, based upon the Global Land Survey images, 

contains residual geolocation errors leading to sensor-to-sensor misregistration of 38-m (Storey et al., 2016). 

Although both sensor geolocation systems use parametric approaches, whereby information concerning the sens-

ing geometry is modeled and the sensor exterior orientation parameters (attitude and position) are measured, each 

uses a different ground control and digital elevation model to refine the geolocation (Languille et al., 2015; Storey 

et al., 2016). These misalignments vary geographically but not by more than +30-m. 

Quantized and calibrated scaled Digital Numbers (DNs) for 4 MSI and OLI bands delivered as 16-bit unsigned 

integers were converted into Top-Of-Atmosphere (TOA) spectral reflectance (Gueymard, 2001).  

T OA = π ∗ L ∗ d2/Esun  ∗ cos(θ)                                                     (1) 

Where L is at-satellite radiance in W m-2 sr-1 mm-1, d is Earth-Sun distance in astronomical units, Esun is solar 

irradiance in W m-2 sr-1 mm-1, and θ is zenith angle in radians. Four MSI bands (blue, green, red, near-infrared) 

for every season and one slope band were extracted. The clouds were removed by using separate Quality Assess-

ment (QA) band information available in the Sentinel-2 data. Landsat multi-bands were used only when Sentinel-

2 data was missing because of cloud and the export spatial resolution is set to 30-m. We assessed that the mismatch 

between the geo-referencing of Landsat and Sentinel will always be within one pixel based on locating similar 

features from multiple locations across the continent in the Sentinel-2 and Landsat-8. Sentinel-2 has (B8(10-m) 

and B8A(20-m) bands for NIR range, where B8 is consistently lower than B8A due to different gain settings on 

the 10-m (B8) and 20-m (B8A). In order to match Landsat values better, the B8A band was used for NIR 

http://globalcroplands.org/
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Figure 2. Stratification of the African continent into seven distinct refined FAO agro-ecological broad zones. The 

figure also shows the distribution of the reference training and validation data used in the machine learning algo-

rithms.  

 

A 30-m data cube (Figure 3) for classification was created in the following way: continental wall-to-wall mosaics 

were developed for two seasons: (Season 1: January-June 2016, Season 2: July-December, 2015). Five bands, 

blue, green, red, NIR and NDVI, were composited from Sentinel-2 and Landsat-8. From two seasons, we have 

10 bands of data that were composited over two years (2015-2016). Note that each of the five bands are compo-

sited over each of the two seasons over two years- for a total of 10 bands from two seasons. In addition, we also 

included topographic information as an input variable in addition to the spectral information. We derived a slope 

surface from Shuttle Radar Topography Mission (SRTM) (Farr, 2007) digital elevation data at one arc-sec (ap-

proximately 30-m) resolution. These 11 bands (Figure 3) were organized as a Google Earth Engine (GEE) Image 

Collection object, which provides a programmable way for us to access the full archive for the entire African 

continent and run classification algorithms such as the Random Forest (RF) and Support Vector Machines (SVMs) 

for deployment on the GEE cloud environment. 
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Figure 3. Data cube of 30-m for the entire African continent composited for two time-periods: (a) January-June, 

2016, and (b) July-December, 2015 using time-series Sentinel-2 and Landsat-8 data. SRTM elevation data are 

also included. For each season five bands (B2, B3, B4, B8, NDVI of Sentinel-2 and Landsat-8, Table 2) are 

composited, taking the median value of a given pixel over the season. 

 

Table 2. Characteristics of input Multi-Temporal Sentinel-2, Landsat data and slope band 

 
 

b.     Theoretical description                                                

1.   Definition of Croplands 
For all products within GFSAD30, cropland extent was defined as, “lands cultivated with plants harvested for 

food, feed, and fiber, including both seasonal crops (e.g., wheat, rice, corn, soybeans, cotton) and continuous 

plantations (e.g., coffee, tea, rubber, cocoa, oil palms). Cropland fallow are lands uncultivated during a season or 

a year but are farmlands and are equipped for cultivation, including plantations (e.g., orchards, vineyards, coffee, 

tea, and rubber” (Teluguntla et al., 2015). Cropland extent includes all planted crops and fallow lands. Non-

croplands include all other land cover classes other than croplands and cropland fallow (Figure 4). 
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Figure 4. Illustration of definition of cropland mapping. Croplands included: (a) standing crop, (b) cropland fal-

lows, and (c) permanent plantation crops. 

 

2.   Algorithms 
The study used three machine learning algorithms to create the cropland extent product. Two pixel-based 

supervised classifiers, Random Forest (RF) and Support Vector Machines (SVMs), and one object-oriented clas-

sifier, Recursive Hierarchical Image Segmentation (RHSEG). These algorithms are described in detail below. 

Africa was stratified into seven separate refined FAO agro-ecological zones (Northern, Sudano-Sahelian, Gulf of 

Guinea, Central, Eastern, Southern and Indian Ocean Islands; Figure 2) to facilitate optimal classification. 

 

c.     Practical description 

1. Random Forest (RF) Algorithm 
The Random Forest classifier is more robust, relatively faster in speed of classification, and easier to implement 

than many other classifiers (Pelletier et al., 2016). The Random Forests classifier uses bootstrap aggregating 

(bagging) to form an ensemble of decision trees (Pelletier et al., 2016) by searching random subspaces from the 

given data (features) and the best splitting of the nodes by minimizing the correlation between the trees 

  

All supervised pixel-based classifications are heavily dependent on the input training samples selected. In order 

to discriminate croplands under various environments and conditions, the sample size of the initial training dataset 

needs to be large, especially in complex regions. All samples were selected to represent a 90-m x 90-m polygon. 

First, extensive field campaigns were conducted in Africa during the 2014-2015 crop growing season to collect 

data on precise cropland locations as well as non-cropland locations. This effort led to collection of 1,381 samples 

spread across Africa. Second, we compiled the ground data from other reliable sources. Third, sub-meter to 5-m 

very high spatial imagery was used to generate croplands versus non-cropland samples using multiple interpreters 

across Africa. Approximately 7,000 data samples were used generated from these interpretations. An iterative 

sample selection procedure was implemented with the following steps for training the Random Forest (RF) ma-

chine learning algorithm is described below (also see logical flow in Figure 1)： 

 

1. Build the Random Forest classifier on Google Earth Engine (GEE) cloud computing environment using exist-

ing training samples for each of the seven zones (e.g., Figure 2). Initially we began with a small number of 

samples and slowly increased the sample size until we reached a high degree of accuracy and the accuracy 

plateaued at certain sample size. Our experiments showed that for each zone, this plateau was reached at ap-

proximately 250 samples beyond which the increase in sample size resulted in insignificant increases in the 

accuracies of classification results; 
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2. Classify the 30-m seasonal mosaics (Figure 3) for each of the seven zones (Figure 2) using the Random Forest 

algorithm in GEE cloud; 

3. Visual assessment of classification results were compared with existing reference maps as well as sub-meter 

to 5-m very high spatial resolution imagery (VHRI). The process (Figure 1) was iterated until sufficient corre-

spondence was achieved; 

4. Added (or balancing, see Figure 1) 'crop' and ‘non-crop’ samples in areas that were not covered using reference 

data obtained from the sub-meter to 5-m very high spatial imagery from Google Earth Imagery. For locations 

where interpretations were challenging (fallow-land or abandoned fields), historical Landsat 5/7/8 Images and 

ground data were also used.  

5. Loop step 1-4 by progressively increasing the training dataset until classification becomes stable. 

The number of iterations required for the training sample selection is a function of the complexity of the area. In 

the rainfed areas of central Africa like Tanzania, the rainfed cropland is highly mixed with natural vegetation and 

barren land.  In this situation, the iterative selection was looped 4~5 times to improve the classification results. 

 

2.  Support Vector Machines (SVMs) Algorithm 
Support Vector Machines (SVMs) are a pattern recognition method that can address problems such as small 

sample size, nonlinearity, high dimensionality, and local minima that locates within a set of points which may or 

may not be a global minimum and it is not the lowest value in the entire set (Vapnik and Vapnik, 1998). SVMs 

have been widely used in remote sensing studies and can improve classification accuracy as compared to tradi-

tional classification methods, such as the maximum likelihood classification (Foody and Mathur, 2006; Pal, 

2007). SVMs are generally considered to be superior to Random Forest for a number of reasons including: (1) 

their ability to gather data from kernels for a more nuanced assessment (e.g., linear, polynomial) of the map 

classes and (2) the ability to apply the knowledge generated by SVM hyperplanes generated from small, intelli-

gently selected training samples to the rest of the data (Shi and Yang, 2015). SVMs project raw input data into a 

higher dimensional space to increase the separability between different classes when they cannot be appropriately 

separated by a linear hyperplane (where data are transformed and projected in multi-dimensional feature space) 

that maximizes the margin between the two classes. This transformation is realized through different kernel func-

tions and training samples, which cause more scatter after projection into a higher dimensional space.  

 

3. Combining Random Forest & Support Vector Machines for optimal results 
First, we run RF algorithm (section 2.3.1) to classify and separate croplands versus non-croplands. However, RF 

has over-fitting problem (Figure 5, middle image), meaning some of the non-croplands can get mapped as 

croplands in certain complex areas (e.g., mountainous terrain, fragmented landscape where croplands and non-

croplands intermix in various ways). So, RF often has commission errors in these difficult landscapes. So, in such 

areas of significant commission errors, we mask out that area and run SVM. The SVM resolves the over-fitting 

problem by separating croplands from non-croplands (Figure 5, right image) much easily than RF.  

SVM and RF are two widely used machine-learning algorithms that have proven to be capable of handling com-

plex classifications with a large number of input features. SVM and RF were selected as two different strategies 

for the use of training samples (global and regional samples based on a spatial-temporal selection criterion) and 

were performed in this project (Yu et al., 2013). The combination of Random Forest (RF) and Support Vector 

Machine (SVM) classifiers has proven to: (i) enhance crop classification accuracy and (ii) provide spatial infor-

mation on map uncertainty (Löw et al., 2012). In addition, experimental results indicate that this hybrid classifier 

improves classification accuracy in comparison to the single classifiers. 
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Figure 5. Illustration of overfitting (mapping some of the non-croplands also as croplands) by the Random Forest 

(RF) algorithm (center image) is overcame by Support Vector Machines (SVM’s) (rightmost image). Compare 

these two results with the reference sub-meter to 5-m imagery (leftmost image). RF requires greater number of 

training samples, but is more robust. However, it has an over-fitting problem. The SVM requires less training 

data to classify, and avoids overfitting, but is more complicated than RF. Combining the two can help reduce 

uncertainties in cropland mapping. 

 

4.  Recursive Hierarchical Image Segmentation (RHSeg) 
Image segmentation splits an image into separated regions or objects depending on parameters specified (Im et 

al., 2008; Stow et al., 2008). A group of pixels having similar spectral and spatial properties is considered an 

object in the object-based classification prototype.  

 

The recursive hierarchical segmentation (RHSeg) segmentation algorithm (Tilton et al., 2012) was selected to 

segment the imagery. RHSeg is an approximation of the Hierarchical Segmentation (HSeg) algorithm that enables 

the processing of large images with HSeg. RHSeg recursively subdivides an image into smaller subsections that 

can be processed by HSeg in a reasonable amount of time. HSeg uses the best merge region growing combined 

with non-adjacent region merging to produce an image segmentation. HSeg provides a choice of region dissimi-

larity functions to use in defining these best merges. In this study, we selected dissimilarity option 6, which is a 

criterion based on mean squared error between the region mean value and the original image data (Tilton et al, 

2012). HSeg also provides an option to use image-edge feature information to influence the merging of spatially 

adjacent regions to inhibit merging regions across a boundary with high edge feature values (Tilton and Pasolli, 

2014). The relative importance of spatially adjacent region object merging versus non-adjacent region object 

merging is controlled by a “spectral clustering” weighting factor. We used a value of 0.5 for this parameter, which 

prioritized spatially adjacent region merging over non-adjacent merging by a factor of 2. 

 

HSeg and RHSeg are designed to produce a hierarchical set of image segmentations that can be visually inspected 

or otherwise analyzed to determine the appropriate level of segmentation detail for a particular application. After 

visually inspecting the RHSeg hierarchical segmentation results from eleven representative images, we judged 

that the segmentation results at merge thresholds 7.5 and 15.0 produced appropriate levels of segmentation detail. 

(We made our selection in terms of merge thresholds instead of number of regions because we noted that some 

image scenes had a significant percentage of water pixels or were masked out due to clouds, and we realized that 

more consistent results would be obtained by selecting results from the RHSeg segmentation hierarchy based on 
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merging thresholds instead of the number of regions.) These RHSeg segmentation results provided detailed agri-

culture field borders at 30-m resolution that were readily integrated with the pixel-based classification results.  

 

5. Integration of pixel-based classification and hierarchical segmentation 
Per-pixel classification has several limitations. For example, the pixel’s square shape is arbitrary in relation to 

patchy or continuous land features of interest.  Also, there is a relevant exchange of spectral contamination among 

neighboring pixels (known as the modulation transfer function). As a result, pixel-based classification may gen-

erate a large number of misclassified pixels (i.e., the “salt-and-pepper” effect) due to the spectral confusion be-

tween land cover types and spectral diversity within the same land cover type. Alternatively, object-based seg-

mentation can preserve membership information about whether pixels come from the same field. To integrate the 

pixel-based classification results with the segmented objects, we modified a per-pixel classification (e.g., from a 

Random Forest classifier) in the following manner (Figure 6): For each region object, if 85% or more of the pixels 

in the region were classified as crop, we labeled all of the pixels in the region as crop. If 15% or less of the pixels 

in the region were classified as crop, we labeled all of the pixels in the region as non-crop. We left unchanged the 

pixel classification of the pixels in the remaining regions. 

 
Figure 6. The example of (a) a true color sub-meter to 5-m Google Earth Imagery is used for reference and 

compared with: (b) combined results from the pixel-based Random Forest (RF) and support vector machine (SVM) 

classifier, (c) the object-based RHSeg image segmentation result with edge-based processing window artifact 

elimination, and (d) the merged results with RHSeg segmentation result with pixel-based Random Forest and 

support vector machine classification, which is spatially more consistent. 

 

The merging of spatially non-adjacent regions in RHSEG leads to heavy computational demands. In order to 

expand its capability from a regional-size (maximum 8,000 x 8,000 images) to continental scale, a gridding 

scheme was applied to subset the study area into much smaller pieces. Each scene was about 4,000 columns by 

4,000 rows in size. We applied the above-proposed method to continental Africa. The Random Forest classifica-

tion was carried out in seven geographical zones (Figure 2) separately. There were 1919 30-m resolution data sets 

covering the non-dessert areas of Africa using a 1° by 1° latitude/longitude grid produced (Figure 2). These data 

sets were two period mosaics (period 1: Jan-Jun 2016, period 2: Jul-Dec 2015) with NIR, red, green and blue 

spectral bands from each season. The source image data was Landsat 8 TOA Reflectance fused with Sentinel-2 
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MSI, Level-1C. Creating these data sets took about 74 hours of wall clock time using 64 CPUs and the total size 

of the datasets was about 800 gigabytes. 

 

6.  Programming and codes 
The two pixel-based supervised machine learning algorithms (RF and SVM’s) were coded on Google Earth En-

gine (GEE) using Python and Java Scripts using Application Programming Interface (API). The RHSeg is coded 

and computed on NASA supercomputers, including Goddard’s Discover machine and Ames’ Pleiades machine. 

The codes are made available in a zip file and are available for download along with this ATBD. 

 

7.  Results 
The machine learning algorithms (RF, SVM, RHSeg), discussed in previous sections, were trained to separate 

croplands versus non-croplands for each of the 6 zones (Figure 2) based on the previously described reference 

data. The three machine learning algorithms were then run on the Google Earth Engine (GEE) cloud computing 

environment using the Sentinel-2 and Landsat-8 collection for each of the 7 zones to separate croplands versus 

non-croplands. The process was iterated and knowledge in the algorithms tweaked several times, before produc-

ing the final, accurate results of croplands versus non-croplands. This process resulted in the global food security-

support analysis data @ 30-m cropland extent for Africa (GFSAD30AFCE) product (Figure 7). This product is 

publically available through the Land Processes Distributed Active Archive Center (LP DAAC). The same dataset 

is also available for visualization at https://croplands.org/app/map. Full resolution of 30-m cropland extent can 

be visualized in croplands.org by zooming-in to specific areas as illustrated in panels (b) and (c) of Figure 7. For 

any area in Africa, croplands can be visualized by zooming into specific areas in croplands.org. The background 

sub-meter to 5-m imagery, available for the continent on the Google Earth, helps evaluate the quality of the 

cropland extent product (“zoom in” and “toggle” cropland “on” and “off” to see the sub-meter to 5-m imagery in 

the background. 

 
Figure 7. Cropland Extent Product at 30-m for the African continent (GFSAD30AFCE). This product is made 

available for visualization @: croplands.org. 
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8. Cropland areas of Africa 
Table 3 shows the country-by-country cropland area statistics for all 55 African Countries generated in this study 

and compares them with several other sources such as the national census data base MIRCA2000 (Stefan Siebert 

and Portmnn, personal communication; Portmann, 2010) which was also updated in the year 2015, The Food and 

Agricultural Organization (FAO) of United Nation’s compiled statistics, the MODIS derived GFSAD250 (Xiong 

et al., 2017), the MODIS 500-m derived cropland areas from GRIPC (Salmon et al., 2015), and the GLC30 (Chen 

et al., 2015) . Overall, as derived from GFSAD30AFCE estimates, the entire African continent had total net 

cropland area (TNCA) of 313 Mha. Our recent MODIS-based GFSAD250 estimated TNCA as 296 Mha. All 

other studies estimated TNCA between 211-232 Mha with MIRCA estimates for nominal year 2015 estimating 

232 Mha. The overwhelming proportion (94%) of the cropland areas (Table 3) were in just 27 of the 55 countries. 

Compared to MIRCA2000, the GFSAD30AFCE (Figure 8) sometimes overestimates and sometimes underesti-

mates cropland areas.  

 

 
Figure 8. Country-by-country scatterplot of GFSAD30AFCE and MIRCA2000 (Portmann, 2010). 

 

On average, the GFSAD30AFCE had much higher estimates -- higher by about 35-40% relative to statistical data 

from MIRCA and FAO (Table 3). There are several reasons for these significant differences in areas between 

GFSAD30AFCE when compared with MIRCA and FAO estimates. These include:  

 

(i) The ability of the higher spatial resolution 30-m derived croplands GFSAD30AFCE map to capture 

fragmented croplands; 

 

(ii) The ability of the 30-m derived croplands GFSAD30AFCE map to account for actual areas when 

compared with sub-pixel areas of lower resolution imagery derived cropland products (e.g., GRIPC, 

GLC, GFSAD250); 

 

(iii) Differences in how cropland data are gathered\estimated\calculated. The 30-m derived cropland 

GFSAD30AFCE map provides objective estimates relative to how other statistical data were obtained. 

Statistical data of countries are reported by countries based on a wide range of methods, techniques, 

and data used. For example, FAO compiles the statistics reported by individual countries, which are 

based on national censuses, agricultural samples, questionnaire-based surveys with major agricultural 
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producers, and independent evaluations (FAO, 2006 and The World Bank, 2010). Since each country 

has its own data collection mechanism, differences in data gathering, resource limitations, and lack of 

objectivity in many countries (due to resource limitations) results in data quality issues, particularly in 

Africa. For example, in 2008/09 in Malawi, cropland extent was estimated by combining household 

surveys with field measurements derived from a “pacing method” in which the size of crop fields was 

determined by the number of steps required to walk around them (Dorward, 2010). Some countries 

(e.g., USA, Canada) use remote sensing, others use subjective eye estimates, and many others many 

not have resources to maintain proper statistics and report a reliable number; 

 

(iv) Definition issues. Not every country adheres to same definitions of croplands. Our study used the 

TNCA definition to include planted crops along with croplands left fallow as well as permanent crops 

such as plantations (e.g., olive, fruit trees, vineyards, coffee and tea plantations, oil palm plantations 

etc). Many countries use similar definitions while others use different definitions (e.g., leaving out 

cropland fallow).  

 

(v) Uncertainties inherent in all estimates. One can expect uncertainties in cropland areas maps (e,g., Fig-

ure 7) or areas estimated from different sources (e.g., Table 3) as a result of definitions, data used, 

methods adopted, and reporting mechanisms (e.g., FAO mostly reports official areas reported by the 

Countries). GFSAD30AFCE uncertainties are gauged by the error matrices (Table 4). In GFSAD30AF 

uncertainties in cropland estimates mainly arose from three sources: (a) aquaculture, (b) greenhouses, 

and (c) managed farmlands. Aquaculture are part of the farming system, especially adjoining rice 

fields in delta’s in SE Asia and South Asia and were not present in Africa and hence is a non-issue in  

GFSAD30AFCE product. However, some uncertainties are expected in this as some of the water bod-

ies adjoining rice fields can be confused as aquaculture. Green houses are croplands, but difficult to 

map. We used sub-meter to 5-m very high-resolution imagery in areas dominated by greenhouses to 

include these in croplands and were successful. However, some uncertainties arise when greenhouses 

are fragmented and isolated in remote areas. A major difficulty is in separating croplands from man-

aged pasture.  

 

There were 7 “outlier” countries in cropland area estimation when the GFSAD30AFCE product was compared to 

MIRCA2000 (Figure 8). There are many reasons for this. For example, GFSAD30AF methods and approaches 

were purely remote sensing based as opposed to predominantly survey-based statistics used in MIRCA2000. 

MIRCA2000 is a derived gridded dataset based on the FAOSTAT database (Portmann, 2010).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 - 18 - DCN 
Version 1.0 

Table 3. Net cropland areas (NCAs) of Africa based on 30-m cropland product and comparison with other 

cropland products. 
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     V.         Calibration Needs/Validation Activities 
For this assessment, 1,750 reference samples that were collected independently of any reference training and 

testing samples used by the mapping team were used.   Error matrices were generated for each of the seven zones 

separately and for the entire African continent providing producer’s, user’s, and overall accuracies (Story and 

Congalton, 1986, Congalton, 1991, and Congalton and Green, 2009).  
 

Table 4. Independent Accuracy Assessment of 30-m Cropland Extent Map for Africa. Accuracies were assessed 

for each of the 7 zones as well as for the entire continent. 

   
 

For the entire continent, the weighted overall accuracy was 94.5% with producer’s accuracy of 85.9% and user’s 

accuracy of 68.5% for the cropland class (Table 4). This means, for the cropland class of Africa, the errors of 

omissions were 14.1% and errors of commissions were 31.5%. This shows that we have missed only 14.1% of 

the croplands in the continent. When considering all 7 zones, the overall accuracies ranged between 91-96% 

(rounded off to nearest integer), producer’s accuracies ranged between 61-97%, and user’s accuracies ranged 

between 53-90% (Table 4). Zones that included a larger proportion of croplands had high overall, user’s, and 

producer’s accuracies. These results clearly imply the high level of confidence in differentiating croplands from 

non-croplands for the African continent. 
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The overall accuracies were highest in zone 1 (Table 4). Zone 1 is characterized by agricultural areas immediately 

adjacent to desert, with most of the croplands concentrated along the coast. High producer’s accuracies across 

zones suggest than few croplands were omitted during the mapping process. On the other hand, high user’s accu-

racies across zones suggest than croplands were rarely mapped (or committed) in error. The three machine learn-

ing algorithms (RF, SVMs, and RHSeg) were optimized to map the maximum extent of croplands. To some 

extent, this decision increases commission errors. In summary, the producer’s accuracy in all but two zones were 

85% or higher, which clearly indicates that croplands have been mapped with high accuracy (Table 4). 

 

 VI.         Constraints and Limitations 
GFSAD30AFCE product mapped the croplands of Africa @ nominal 30-m, which is the best-known resolution 

for cropland mapping over such large area as African continent covering all 55 Countries. It also has high levels 

of accuracies with weighted overall accuracies of 94.5%, Fscore of 0.76, Producer’s accuracy of 85.9% and user’s 

accuracy of 68.5%.  

 

A producer’s accuracy of 85.9% for the cropland class means an error of omission of 14.1%. This means 14.1% 

of the continental croplands were missing in the product. A user accuracy 68.5% for the cropland class for the 

continent means there is an error of commission of 32.5%. This means, 32.5% of non-croplands are mapped as 

croplands. We tweaked the machine learning algorithms (section IV) to maximize capturing as much croplands 

as feasible automatically. In this process, some non-croplands get mapped as croplands as well. This is a preferred 

solution in order not to miss croplands or only to miss them minimally. As a compromise mapping some non-

croplands as croplands becomes unavoidable. 

 

There are numerous issues that cause uncertainties and limitations in cropland extent product. Some of these 

issues are discussed here. First, temporal coverage. Five to ten-day Sentinel-2 and 16-day Landsat-8 coverage put 

together, there is substantial temporal coverage. Yet, if we look at Figure 3, we were only able to achieve seasonal 

cloud-free or near cloud-free mosaics of the entire African continent. This is not surprising given the such a large 

area involved and frequent cloud (e.g., frequent clouds over the Congo rainforests) or dust (e.g., Harmattan dust 

blown off Sahara) across the continent. As a result, if we were to have daily coverage over an area (e.g., like 

MODIS) then it becomes feasible to have more frequent (e.g., monthly or bi-monthly composites) temporal cov-

erage of the continent that will help advance cropland mapping at improved accuracies. Second, there is a need 

for greater understanding of the Sentinel-2 and Landsat-8 data on how well they are correlated and in efforts to 

achieve better harmonization of data from two different sensors. Third, is the limitation of the reference training 

and validation data. In this project, we already have large training and validation data compared to any previous 

work as described in various previous sections. Nevertheless, much wider and extensive field visits to different 

parts of the continent will be helpful in better understanding of the issues involved and as a result better mapping. 

For example, slash and burn croplands in the rainforests or agroforest driven croplands in many parts of Africa, 

helps us in better define, understand, and map croplands. These and a better understanding of croplands through 

field visits as well as understanding of host of other issues (e.g., various types of irrigated and rainfed croplands, 

croplands in desert margins, various types and ages of cropland fallows) all will help improve cropland mapping. 

Greatest difficulties in cropland mapping in Africa were in desert margins (e.g., Sahel where rainfed agriculture 

in limited to a very short season when anything will grow), rainforests (e.g., slash and burn agriculture), cropland 

fallows (e.g., whether a fallow is 1 year or 5-year or permanent). These and numerous other issues (e.g., imple-

menting machine learning algorithms and uncertainties inherent in them) will continue to be there in cropland 

mapping over such large areas as African continent. Nevertheless, advances made in this study is significant, 

especially in developing a nominal 30-m cropland extent of the entire continent at very good accuracies.  
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